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Abstract

Training an agent to adapt to specific tasks through
co-optimization of morphology and control has
widely attracted attention. However, whether there
exists an optimal configuration and tactics for
agents in a multiagent competition scenario is still
an issue that is challenging to definitively conclude.
In this context, we propose competitive evolution
(CompetEvo), which co-evolves agents’ designs
and tactics in confrontation. We build arenas con-
sisting of three animals and their evolved deriva-
tives, placing agents with different morphologies
in direct competition with each other. The results
reveal that our method enables agents to evolve a
more suitable design and strategy for fighting com-
pared to fixed-morph agents, allowing them to ob-
tain advantages in combat scenarios. Moreover, we
demonstrate the amazing and impressive behaviors
that emerge when confrontations are conducted un-
der asymmetrical morphs.

1

The auto-generation of agent design has been studied in em-
bodied intelligence currently. Building an effective agent en-
tails adjusting its physical design and actions for the environ-
ment and tasks, posing the co-design challenge of morphol-
ogy and controller [Chen et al., 2023a; Liu et al., 2023]. This
concept is also known as body-brain co-optimization, morph-
control co-evolving, or design-control co-optimization.
Previous studies aim to design agent morphologies that
are better suited for environments, limited to the scenarios
of one-player simple tasks like moving and jumping [Yuan
et al., 2022; Wang et al., 2019; Ha, 2019; Sims, 2023;
Chen et al., 2023a; Cai et al., 2023; Wang et al., 2023b;
Zhang et al., 2022a; Zhang et al., 2022b]. On the other
hand, achieving evolution through cooperation and compe-
tition among multiple individuals is pervasive in the biolog-
ical realm[Huang et al., 2024; Huang et al., 2021; Huang et
al., 2022; Wang et al., 2023a; Chen et al., 2023b], especially
on the morphological aspect. For example, athletes usually

Introduction

*Huaping Liu is the corresponding author.

85

undergo extensive training to develop and reshape their bod-
ies, along with honing their skills, to achieve better perfor-
mance in formal competitions. Inspired by this, we redirect
our attention to the co-evolution of morph and combeat tactics
within competitions.

In this study, our emphasis is on the strategy that co-
evolves morph and tactics within two-player games, and to
the best of our knowledge, it is the first endeavor to in-
corporate embodied morphological evolution into adversar-
ial games. Moreover, this opens avenues to explore how the
physical attributes of agents can be optimized for confronta-
tions. The main contributions are:

* We propose CompetEvo that co-evolves agent morphol-
ogy and fighting tactics to integrate embodied morpho-
logical evolution into competitive games.

* A series of cross-antagonism experiments is conducted
to validate the significant role played by morphological
evolution during confrontations in enhancing an agent’s
ability to deal with adversaries.

* We showcase remarkable emergent behaviors demon-
strated by agents when morphological evolution is per-
mitted during competition, surpassing our initial expec-
tations.

This paper is organized as follows: Section 2 provides an
overview of existing relevant work and methods; Section 3
defines the problem; in Section 4 and Section 5, our proposed
method and training approach are described in detail, then
the effectiveness and some interesting cases of our method
are illustrated in Section 6; Section 7 makes a conclusion.

2 Related Works
2.1 Two-player Games in Embodied Al

Artificial Intelligence (AI) has shown its advantages in two-
player games like Go and Chess [Silver er al., 2016; Sil-
ver et al., 2018]. When considering embodied Al in two-
player games, OpenAl provides amazing results that pro-
mote the simulation of agents at the control and execu-
tion levels [Bansal et al, 2018]. For two-player games
where agents have asymmetric morph, meta-learning meth-
ods are proposed to solve a long-term continuous adapta-
tion [Al-Shedivat er al., 2018]. More embodied learning
platforms of multiagent cooperation and competition are also
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Figure 1: The key insight of this article: agent in its original morph is at a disadvantage in competitive confrontations with the opponent.
However, after undergoing NV generations of co-evolution in both morphology and tactics, agent with new morphology and combat tactics can
overcome the original opponent in competition. Using spider and ant as an example.

proposed by DeepMind [Liu et al., 2022; Liu et al., 2019;
Haarnoja et al., 2023]. However, these studies are based on
agents with fixed morphs, without considering whether the
body morphology of the agents is truly suitable for the tasks.

2.2 Co-evolution of Agent Morph and Control

Agents with morphologies suited for the task often have a
greater likelihood of gaining better performance in the given
task, and improving task performance through the adjustment
of an agent’s morphology and control has been a widely stud-
ied and long-standing issue [Chen et al., 2023al.

There are two mainstreams based on whether structural
topology changes or not. One category of studies opti-
mizes agent attributes, functionalities, and design parame-
ters [Schaff et al., 2019; Chen et al., 2023a; Ha, 2019];
others focus more on optimizing structure based on the di-
agram description [Wang et al., 2019; Yuan et al., 2022;
Hu et al., 2023] by graph neural network (GNN) [Wang et
al.,2018].

Population-based methods are the most general co-
evolution frameworks, which maintain a bi-level optimiza-
tion, and regard morph and control as the outer and inner
objectives, respectively [Ha, 2019]. Evolutionary searching
(ES) is also used [Gupta et al., 2021; Wang et al., 2019] in
outer optimization to generate embodied agents. On the other
hand, some researchers attempt to solve a multi-objective
joint optimization problem directly [Yuan et al., 2022].

Before this work, researchers have explored training agents
with diverse morphologies and functionalities, fostering col-
laboration or competition in StarCraft II [Yuan er al., 2023;
Vinyals et al., 2019]. Nonetheless, these endeavors did not
focus on training evolvable morphologies and functionalities,
marking the primary distinction from our research efforts.

3 Problem Definition

We first employ a two-player Markov game [Gleave et al.,
2020] to formalize the problem, defined by: a set of states S
describing the state of the world and possible states of both
players, a set of actions of each player A, and A3 where we
distinguish the agent and opponent by subscripts « and f3, a
joint transition function 7 : § x A, x Ag — S determining
distribution over the next states, reward functions R; : S X
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Ay x Ag — R,i € {a,}, contingent upon the current
states and actions generated by each agent.

Previous work has studied two-player Markov
games [Bansal er al., 2018] and developed some interesting
fighting skills. Based on this, we introduce morphological
evolution, expanding the problem from the sole optimiza-
tion of adversarial strategies to the joint optimization of
confrontational morphology and fighting tactics, aiming
to acquire improved morphologies tailored specifically for
adversarial games. This promotion is highly challenging
because it is not only evident in the morphology and skeletal
structure of the agents but also manifested in their adept
utilization of the evolved body to reinforce their combat
skills, giving rise to novel fighting tactics.

To introduce morphological evolution, we formulate M; to
delineate the morph player ¢ € {«, 3}, which describes agent
configurations like bone length and size, as well as joint lim-
itations, and is involved in state sets S. Here we define the
co-evolution combined policy as 7 that includes morph sub-
policy with parameter 6 and fighting tactics sub-policy with
parameter ¢. Given the predefined adversarial task and its
corresponding rules, each player ¢ € {a, 5} refines its pol-
icy m;(0; ¢), which generates a physical agent morphology
and provides tactics for fighting. At the beginning of every
game, evolvable players prepare an evolved morph M; gen-
erated by morph sub-policy for combat. Each player aims to
maximize its total expected return over time horizon 7' un-
der confrontation. The cost function for agent ¢ under morph

M, can be described as J(m;, M;) = Er, ar, {Z;‘F:O Y R;

where 7 is the discount factor for rewards, and 7" denotes the
time horizon. A special case is when neither agent changes
their morphs, this problem degrades to a classical two-player
game studied in [Bansal ez al., 2018; Al-Shedivat et al., 2018;
Yuan et al., 2023].

4 Methodology

The considered fighting scenario is illustrated in Figure 1. Ini-
tially, the agent with the original morph cannot defeat the op-
ponent. However, by permitting optimization on morphology
and co-evolving the agent through self-practice, the resulting
morph-evolved agent has the potential to dominate the same
opponent in combat. This two-player game faces some se-
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Figure 2: Morphology encodings of three different agents: ant,
bug, and spider. The encoding methods are specific to the legs.
We define 20, 30, and 40 parameters to describe their designs, re-
spectively.

rious challenges: how to maintain a self-practice two-player
training continuously and how to optimize agents’ morph and
tactics jointly. In this section, we introduce the details about
the proposed method.

4.1 Continuous Self-Practice Training

In the training of two-player games, a crucial aspect is to
avoid significant imbalances in confrontations, as they may
lead to divergent training strategies [Bansal et al., 2018]: the
disadvantaged agent struggles to acquire useful information
in the competition while the opponent, although in an advan-
tageous position, lacks robustness in its strategies. Choosing
appropriate opponents can address this issue. Our objective
is to ensure that the agents’ capabilities are continuously and
collaboratively enhanced during confrontations. Therefore,
the choice of an opponent becomes a problem that affects the
stability of training, especially since the morphs of agents are
also changeable in our environment.

To overcome this and refer to other two-player competi-
tion tasks, our training utilizes § — Uni form opponent sam-
pling, which ensures continual learning by training a policy
that could consistently beat random previous versions of the
opponent. Thus, the agent of the current policy from P, sep-
arately plays with multiple opponents of the previous policies
from set Pg. Let § € [0, 1] represent the percentage threshold
applied to the oldest policy, determining its eligibility for po-
tential sampling from the opponent player pool. At the com-
mencement of each episode, we always choose the agent of
the current policy and uniformly sample N historical oppo-
nent policies, depending on the specified § threshold.

4.2 Morph Evolution and Tactics

We introduce the co-evolution strategy into confrontation.
First, we demonstrate how we encode agent morphology into
parameters. Subsequently, we provide details of morphology
optimization in adversarial games.

Morphology Encoding
We mainly use three types of species and their evolved deriva-
tives. ant, bug, and spider, as shown in Figure 2; then,
based on these original morphs, we develop their evolvable
versions: evo—ant, evo-bug, and evo-spider. The
evolvable versions can adjust the morphological parameters
of legs and the action capabilities corresponding to their
morphs.

The agent morphology with fixed topology can be natu-
rally represented using predefined variables [Ha, 2019]. We
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Figure 3: Information flow in morph and tactics co-evolution train-
ing. x denotes initial parameters, which is a randomized vector; s
and o are states of the agent and observation of the opponent, respec-
tively; m is generated encoded morph, and a is generated actions
applied to each actuator during the confrontation.

encode the designs of three animals using structural rules, il-
lustrated in Figure 2. All legs of animals share a similar struc-
ture: two joints and two limbs. The difference lies in that
each species has a different number of legs: four for ant, six
for bug, and eight for spider. Therefore, we use a vector
with five parameters to describe one leg. In detail, lo, I3, l4, l5
denote the length and size of the thigh and lower leg respec-
tively, and [; indicates the distance from thigh to torso. To
build links between morph and capability, the limb size main-
tains a linear relationship with the joint ability (moment arms,
velocity and force). In brief, the more robust limb can gen-
erate greater power. Subsequently, we encode agent design
M into a vector m = (ly,...,1,). It is worth mentioning that
variables in m are the scaling factor relative to the original
agent but not the actual physical length. This is similar to
a normalization of the real parameters, which makes morph
optimization easier. Moreover, we limit the scaling of limbs
to avoid a great disparity in size because our arenas have lim-
ited size and excessively large bodies may exceed the spatial
constraints of the environment.

Morph and Tactics Joint-optimization in Confrontation

Thanks to the advancements in previous evolutionary algo-
rithms [Ha, 2019; Wang et al., 2019; Yuan et al., 20221, we
now have a strong foundation for co-optimization. Unlike
population-based bi-level optimization methods [Wang et al.,
2019; Sims, 2023], we take a more direct approach inspired
by Transform2Act [Yuan et al., 2022]. Morph design param-
eters are generated from the original settings = through the
morph sub-policy network at the beginning of each episode
and gradually converge with the growth of training genera-
tions (epochs).

We demonstrate self-practice co-evolution optimization in
Figure 3 and Algorithm 1. We divide the process of adversar-
ial co-evolution into two stages: morph-generation and arena-
confrontation. First, we illustrate how to introduce morpho-
logical factors into an adversarial game in Figure 3. At the
beginning of each game, we select policies for players and ex-
ecute morphology generation to obtain morph pairs M, and
Mg to create an arena. The morph-generation stage is the first
step of an episode, followed by the arena-confrontation stage.

More specifically, evolvable agents’ morphology parame-
ters m are generated by policy () and then create a morph
M in the simulator. Note that for agents without morph evo-
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Algorithm 1 Confrontation algorithm for co-evolving agents.

Input: initial policies 73 and 7§, original morph M and
M9, opponent sampling factor &

Parameter: memory M, policy pools P, and Pg
Output: policies 7, and g

I: Po 0, Pg 0
2: Py < Py U {Wg} 77)5 — 'P@ U{ﬂg}
3. while not reaching maximum generation do
4:  for player i in {«, 5} do
5: M0
6: Define opponent player j # i and j € {«, 8}
7: Sample policies 7;, 7; from P;, P;
8: while episode not over do
9: if at morph-generation stage then
10: GetMi,Mj by miwm(e),mj Nﬂ'j(e)
11: Create morph arena by M;, M;
12: r; < 0; store (r;, m;) into M
13: else if at arena-confrontation stage then
14: aiwm(qb),aj N7Tj(¢)
15: s' T (s,a:,a;5); s < s
16: T; <—Ri(8,ai,(l]‘)
17: Store (r;, a;, m;, s) into M
18: end if
19: end while
20: Update 7; with PPO using data in M
21: P; (-PZU{’ITZ}
22:  end for
23: end while
24: return 7., g

lution ability, we use fixed morphs and train only fighting
tactics. Then combats start, and players concatenate onto-
logical perception s, observation of opponent o, as well as
morphology encoding m, generating actions through tactics
sub-policy network. At the end of epochs, the latest policies
of both players are collected and saved for later training. We
sample data and update policies for two players by Proximal
Policy Optimization(PPO), respectively, in every epoch.

S Training Curriculum
5.1 Warming-up

Training from scratch is extremely challenging, especially
when the agent lacks any fundamental skills. To expedite the
training process and progress toward learning confrontational
skills, it is essential to initially train the agent in basic behav-
iors such as walking. This facilitates both agents to move
rapidly toward each other, generating physical contact and
confrontational interaction. Our designed warm-up rewards
give the agent a better tendency to learn basic skills, includ-
ing less energy consumption, higher speed, and correct mov-
ing directions. We generally train about 100 epochs to guide
agents in basic skills.

Furthermore, appropriate guidance during the warm-up
phase can help avoid some strange phenomena during com-
petition training. For instance, training without warming
up could lead to spider learning the behavior of jump-
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(a) run-to—goal: agents are (b) sumo: agents fight on dohyo
reset face-to-face and try to reach and try to push opponent out of
red lines behind the opponent as the dohyo or knock opponent flat.
quick as possible.

Figure 4: Confrontation environments.

ing over an opponent to avoid physical confrontation in
run—-to-goal. These behaviors are undesirable since they
are beyond the ability dimension of common players and are
prone to premature strategy divergence. To avoid this, we
guide agents to move forward as close to the ground as pos-
sible to prepare for the later physical confrontation.

5.2 Rewards Annealing

When the agents can move toward each other and make phys-
ical contact, confrontation training begins in earnest. At the
end of every episode, we give winners a huge positive fight-
ing reward and a negative one for losers. Nonetheless, fight-
ing rewards in two-player games are too sparse for reinforce-
ment learning, which makes training extremely challenging
because the agent has to learn the correct actions with limited
positive feedback. Training with only sparse rewards often
leads to issues like signal delay, suboptimal problem [Ried-
miller et al., 2018], and high variance.

Therefore, we use both dense rewards and sparse rewards
simultaneously to overcome exploration difficulty. The for-
mer encourages basic skills learning, and the latter provides
stimulation for confrontation. For dense rewards design, we
extend the reward settings from the warming-up phase to en-
hance the fundamental skills.

To balance dense rewards Ry and sparse rewards R, we
use an annealing factor x to make a trade-off. « varies de-
pending on the current generation ¢ and predefined termina-
tion generation 73:

T, —t
R=kR;+ (1 —K)Rs, HZHI&X( tT ,O) (1
t

In the beginning, dense rewards dominate the training direc-
tion, then gradually reduce the influence until x declines to
zero. After the termination generation 73, only sparse rewards
work. We generally set termination generation as the number
of maximum training iterations, or half of it.

6 Experiments

6.1 Environment Settings

We implement CompetEvo in two physical contact adversar-
ial environments: run-to-goal [Bansal et al., 2018] and
sumo [Al-Shedivat et al., 2018]. In contrast to the previous
environments, our morphological arenas permit each agent to
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Figure 5: Morph parameter changes of evolvable agents in the training process and their final evolved morphologies. Each line represents
a varying parameter. We mark with dashed lines the correspondence between the most noticeable changes in data and the physical profiles.
The red dashed line corresponds to the length data of the limbs, while the black dashed line corresponds to the girth attributes of the limbs.

evolve their morphs before the commencement of each game.
Therefore, the morphological evolution strategy is contempo-
raneously and continuously updated in synchronization with
confrontational events.

The goal of players in run-to—-goal is to reach the red
line behind the opponent, as illustrated in Figure 4(a). Both
agents will try to prevent any passing; meanwhile, they will
also try to break through the adversary’s defense and reach
the red line. The first to reach the red line wins the game.
Moving towards the goal can get dense rewards in every step.
At the end of the game, we set a large sparse winning reward
(+1000) for the winner and punishment (-1000) for the loser
in run-to-goal. In sumo shown in Figure 4(b), players
try to push the opponent out of the arena or a knockout to win
the game. Quickly pushing the opponent outside the arena,
staying at the center of the arena, and moving towards the op-
ponent, are possible ways to gain dense rewards. We set win-
ning reward to +2000 and losing reward to -2000. Also, we
penalize both sides (-1000) when a draw occurs to encourage
confrontation; otherwise, agents might not learn aggressive
behaviors.

During the training, we set maximum epochs to 1000 for
run-to-goal and 2000 for sumo. Adam optimizer is used
with a learning rate 0.0005. PPO clipping is 0.2, the discount
factor is 0.995, and the generalized advantage estimate pa-
rameter is 0.95. 50,000 samples from 50 parallel rollouts are
collected for one batch with mini-batches composed of 2,000
samples for PPO training. Termination generation 7} is set to
1000 for both tasks.

To validate the performance of agents with distinct morphs,
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we set cross-antagonism for agents with the same training it-
erations and use their win rates over one hundred rounds to
represent their abilities.

6.2 Co-evolution in Self-Practice

Evolvable agents simultaneously optimize their designs and
fighting tactics through self-practice. During the training pro-
cess, the design parameters’ varying tendencies and the final
morphs after converge are illustrated in Figure 5.

The trend can be inferred by observing the variations. In
run-to-goal competition, agents tend to evolve much
more robust limbs towards the moving direction. This ten-
dency helps to improve the stability of the heading and thus
resist the interference of the opponent, as shown in the middle
column in Figure 5. On the other hand, thighs tend to be thin-
ner due to energy efficiency. This is because the lower legs
play a more important role in propelling the agent than the
thighs, and thighs degenerate due to energy saving. Right col-
umn in Figure 5 illustrates that parameters growing in sumo
are more concentrated and show the tendency to increase.
Agents tend to develop brawny lower legs, and only very few
limbs become thinner. This feature can be found on most legs
because agents with stronger limbs can provide much more
powerful impulsive force during confrontation to cope with
threats from all directions.

6.3 Effectiveness of Co-evolution

As aforementioned, there are three species in our experi-
ments: ant, bug, and spider, corresponding to their three
original morphs and the three evolved morphs derived from
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Figure 6: Win rates of evolvable and original agents in competition between symmetric species. The vertical axis denotes the win rate, and
the horizontal axis denotes the iteration of the training process. The win rate shows a consistent increase throughout the training process.
Particularly noteworthy is the significant improvement in the win rates of evolvable agents, indicated by the blue lines, in comparison to the
original agents represented by the red lines.
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Species Spacies are not pronounced. For example, in experiments of spider

(a) run-to-goal (b) sumo and evo-spider in sumo task, both of them get low win

rates. This is because the spider agents have too many legs,
Figure 7: Win rate comparison between evolvable agents and origi- requiring more precise cpopergpon between JOlntS for move-
nal agents when facing a different species. ment, often leading to instability when facing external im-
pacts. Additionally, the thin legs of spider agents inherently
put them at a disadvantage in limb contact.

them. To validate that morphological evolution can improve The main evidence consistently indicates that agents al-
the capabilities of fighting, we first conduct experiments and  Jowing for morphological evolution possess stronger capabil-
set confrontations on symmetric species, between the orig- ities. Nonetheless, this does not mean that evolved agents

inal agents and their evolved versions. The expectation is can defeat all physically weaker opponents of other species.
that agents with evolved morphologies will achieve a higher There is only one failure case: evo-bug versus ant in
win rate compared to their original design. Moreover, to fur- run-to-goal. ant is much smaller, which helps it evade
ther validate the effectiveness and generalization performance a frontal attack from a formidable opponent. It can hide un-
of evolved agents, we also conduct adversarial experiments der the evo-bug, lifting the opponent off the ground and
among asymmetric species. We pit the original agent and the carrying it to the goal.

evolved version of one species against other species, compar- Although competitions between different species are inher-
ing their respective winning rates. ently unfair, our results reveal that in competitions between
asymmetric species, employing a co-evolution approach en-
ables naturally disadvantaged agents to grow up with more
robust morphologies, thereby enhancing their winning rates.

Comparison between Symmetric Species

Results are shown in Figure 7. The win rates of morph-
evolved agents are much higher than those of agents with
original morphologies in all six scenarios, which indicates 6.4 Typical Examples Illustrating the Roles of
that our method can generate a more suitable design and strat- Morphological Evolution

egy for confrontation. Besides, the fluctuations of the win

rates varying over the training epochs are also shown in Fig- In this part, our focus is on highlighting the remarkable emer-
ure 6. The blue lines represent the win rate of evolved agents gent behaviors resulting from morphological evolution. We
fighting against original agents, while the red lines repre- conduct competitions by cross-confrontations among all six
sent the win rates between two original agents. Nearly all  types of agents.
evolvable agents consistently maintain a dominant position The morphological evolution leads to interesting behaviors
throughout the majority of the training process over two ad- in the combat process. For example, evolvable agents tend
versarial scenarios, which demonstrates the robustness and to develop more robust limbs as they practice themselves,
applicability of our method. which gives them an unequivocal advantage over their orig-
inal design. Here, we present four observed emergent be-
Comparison between Asymmetric Species haviors resulting from the evolution of morphology: throw-
Further evidence can be found in asymmetric species. We ing, wrestling, standing, and defending, shown in Figure 9(a).
select evolvable and original agents of the same species, en- In run-to-goal, we observe the behavior of throwing:

gaging them in battles against agents from other species, and agents evolve larger front legs, utilizing the inertia of the front
compare the resulting changes in their respective winning legs to attempt to throw themselves forward, which is much

90
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Figure 8: Win rates of evolvable and original agents in competition between asymmetric species. The vertical axis denotes the win rate, and
the horizontal axis denotes the iteration of the training process.
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(a) Throwing out itself with ro- (b) Wrestling strategy to disrupt
bust limbs for higher speeds. the rival’s balance.

evo-spider

(c) Standing aided by limbs of (d) Defending by expanding the
varying lengths. limbs support angle.

Figure 9: Emerging behaviors related to morphological evolution.

faster than the original morphs. This phenomenon can be ob-
served in all species of evolvable agents shown in Figure 5.

Besides, agents with morphological evolution exhibit
limbs with greater strength, sufficient to employ techniques
resembling wrestling moves to overturn opponents on the
ground, as shown in Figure 9(b). The evo-bug develops
three very strong legs, clamping onto one of the opponent’s
legs and then directly overturning them to the ground.

In task sumo, we also observed interesting behaviors cor-
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responding to tactical strategies. In evo-spider versus
evo-spider, spiders’ numerous legs make it challenging
to maintain coordination and balance to stand. Through mor-
phological evolution, the spider evolved two to three rela-
tively long legs among its many legs, forming a triangular
support with the shorter legs. This arrangement prevents them
from losing balance in most situations, shown in Figure 9(c).

Furthermore, morphological evolution gives rise to richer
defensive tactics, illustrated in Figure 9(d). evo-spider
evolves various lengths of legs. Longer side legs, as well
as shorter front and back legs, are more advantageous for
adopting a defensive posture. ~When facing opponents,
evo-spider spread their legs to create a more stable point
of force, resisting opponents’ impacts, which can facilitate
their defense tactics.

More results and interesting demonstrations can be
found in the accompanying videos which are available
at https://competevo.github.io/. ~ Additionally, our envi-
ronment files and related codes can be accessed from
https://github.com/KJaebye/competevo.

7 Conclusion

In this work, we propose CompetEvo to introduce morphol-
ogy evolution into multiagent competition tasks. The results
show that co-evolving agent morphology and tactics can pro-
mote agents’ combat ability. Our efforts represent a signif-
icant stride towards designing the most suitable agent for
competition scenarios. More attempts can be made to evolve
structural morphologies and create more meaningful scenar-
ios like individual skeleton evolution in team games.


https://competevo.github.io/
https://github.com/KJaebye/competevo
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